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Indications of nonlinear structures in brain electrical activity
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The dynamical properties of electroencephalog(BEG) segments have recently been analyzed by Andrze-
jak and co-workers for different recording regions and for different brain states, using the nonlinear prediction
error and an estimate of the correlation dimension. In this paper, we further investigate the nonlinear properties
of the EEG signals using two established nonlinear analysis methods, and introduce a “delay vector variance”
(DVV) method for better characterizing a time series. The proposed DVV method is shown to enable a
comprehensive characterization of the time series, allowing for a much improved classification of signal
modes. This way, the analysis of Andrzejak and co-workers can be extended toward classification of different
brain states. The obtained results comply with those described by Andeteghkand provide complementary
indications of nonlinearity in the signals.
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I. INTRODUCTION “delay vector variance”(DVV) method, which we first use
for performing a nonlinearity analysis, the aim of which is to
In many applications of signal analysis, it is useful to verify whether or not a time series is generated by a linear
verify the existence of an underlying nonlinear process, s&tochastic system. The proposed method yields a standard-
that appropriate modeling or filtering techniques can be seized characterization of a time series that examines the local
lected. In the field of biomedical signal processing, e.g., thdredictability over different scales. The method is applied to
analysis of heart rate variability, electrocardiogram, handhe five sets of EEG segmeritg], and the obtained results
tremor, and electroencephalogram, the presence or abser@@ confirmed by those of two other, established methods.
of nonlinearity often conveys information concerning the Due to the nature of the proposed method, the DVV method
health condition of a subje¢for an overview, see Ref1)). yields a reliable characterization of the EEG signals, which
In particu|ar1 the e|ectroencepha|ograEEG) signa|s are allows for an extension of the analysis described in m
often examined using non"nearity ana|ysis techniquesi ag)Wﬁrd an accurate classification of different brain states.
such, or by comparing signals that are recorded during dif-
ferent physiological brain statés.g., during an epileptic sei-
zure. The problem, however, as stated in Rgd], is that
different analysis results can be either due to a genuine dif- After a brief summary of the EEG data, we describe the
ference in dynamical properties of the brain, or due to dif-basis of the statistical framework of the analy&@srrogate
ferences in recording parameters. Recently, Andrzefeld.  datgd. Next, two established nonlinearity analysis methods,
have analyzed five sets comprising 100 EEG segments eadhe third-order autocorrelation function, and the asymmetry
recorded extracranially in healthy subjects with eyes openlue to time reversal, are briefly addressed, and the proposed
and closed, and intracranially in epilepsy patients both durmethod is introduced.
ing seizure-free intervals and epileptic seizuf@s They
have found the strongest indication of nonlinear determinis-
tic dynamics for seizure activity, and no significant indica-
tion of nonlinearity for healthy subjects with eyes closed, by We have used the data described in R&fl, which is
examining the predictability and the correlation dimension ofpublicly available[13]. Therefore, we restrict ourselves to
the time series. Many methods exist for characterizing a timenly a short description and refer to Rg2] for further de-
series, but, probably due to the strong interest in chaos, theils.
applications have been typically concerned with detecting or The complete dataset consists of five sdenotedA—E),
analyzing nonlinear properties in a time serfi8$ but less each containing 100 single-channel EEG segments of 23.6 s.
with a characterization over different scales that remains inEach segment has been selected after visual inspection for
variant over multiple realizations of the underlying system. artifacts and has passed a weak stationarity criterion. Sets
To this cause, we propose a characterization method, thendB have been taken from surface EEG recordings of five
healthy volunteers with eyes open and closed, respectively.
Segments in two sets have been measured in seizure-free
*Electronic address: temu@neuro.kuleuven.ac.be intervals from five patients in the epileptogenic z¢bg and
"Present address: Department of Electrical and Electronic Engifrom the hippocampal formation of the opposite hemisphere
neering, Imperial College of Science, Technology and Medicineof the brain C). SetE contains seizure activity, selected
Exhibiton Road, SW7 2BT, London, U.K. Electronic address: from all recording sites exhibiting ictal activity. SeésandB
d.mandic@ic.ac.uk have been recorded extracranially, whereas Gei3, andE
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A. Data
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recording electrodes, the recording parameters were fixededing section, there is a need for a robust method which is
For this reason, different analysis results can be attributed tstraightforward to interpret and visualize. To be able to per-

different dynamical properties of the brain. form reasonably well on a wide variety of signals, it is de-
sirable that such a method makes use of some well-
B. Surrogate time series established notions from nonlinear dynamics and chaos, such

Similar to the approach employed by Andrzetial.[2], @S the gmbedding dimension and geometry in pha;g space.
the surrogate data method is used for assessing the nonlif€ €xisting methods are often complex and specific, e.g.,
earity present in the time series. A surrogate time series, dhe deterministic versus stochastVsS) plots[6], and the
“surrogate” for short, is a realization of a “composite” null correlation dimensiof7,8].
hypothesis, in our case that the original time series is gener- Therefore, we propose an analysis of a time series which
ated by a Gaussian linear and stationary process, measurégamines the predictability of a time series in phase space at
by a memoryless, monotonic and possibly nonlinear obsedifferent scales, using the method of time delay embedding
vation function(for an overview, see Ref3]). As suggested for representing a time series: for a given embedding dimen-
by Theiler and Pricharf4], metrics can be used for charac- sion m, a set of delay vectors (DVs), x(k)
terizing the original signal which can be compared to those=[x,_,., ... Xx_,], iS generated, where is a time lag
obtained for an ensemble of surrogate time series using which for convenience is set to unity in all simulations. This
nonparametric rank-based test. The hypothesis tests in thighoice ofr is a conservative one in the context of nonlinear-
paper are performed at the level af=0.02. For a set of ity detection. Indeed, assuming the embedding dimension is
EEG segments, the number of time series in a set for whiclyfficiently high(as can be expected in our case, since it was
the n”ull hypothesis is rejected is referred to as the “rejectioryetermined using Cao’s methipa linear time series can be
rate. L _ accurately represented using=1, whereas this is not the

For every °F'9'”a.' time series, th? surrogates are geneiz,qe for 3 nonlinear signal, for which the time lag plays an
ated using the iterative amplitude adjusted Fourier tranSforrﬂ"nportant role in its characterization. Therefore, if the null

('AA'.:T) method described by Schreiber gnd Sc_hnﬁB}z hypothesis of linearity is rejected, one can safely assume that
The IAAFT generated surrogates have their amplitude SP€Ghe time series is nonlinedsince the linear part was accu-
tra similar, and their amplitude distributions identical to thatrately described for=1, and the rejection can be attributed
of the original time series. Using a significance levelcof to the nonlinear part 0% the sighalConversely, if the nul

=0.02, the null hypothesis for a right-tailed test with 49 L -
surrogates is rejected if the rank of the original test statistic ishypothe3|s is found to hold, this can be due to the fact that

. . .. - either the signal is genuinely linear, or that the signal is non-
equa! to 50, and for a two-tailed test with 99 surrogates if th'?inear and that the phase space was poorly reconstructed us-
rank is equal to 1 or equal to 100.

ing 7=1.
Every DV x(k) has a correspondintarget namely, the
next samplex, . The proposed approach is somewhat related
In the following analysis, the delay vector variance to the 5-e method[9] and the deterministic versus stochastic
method is compared to two other, established measures pfots[6], both of which are local prediction techniques, and
nonlinearity, which have also been used in R&l, namely, the correlation sumi7] which characterizes reconstructed at-
the third-order autocovariand€3) and the asymmetry due tractors over different distance scales in phase space. The
to time reversalREV). The third-order autocovariance is a latter has also been used for comparing time delay embedded
higher-order extension of the traditional autocovariance andime serieq10].
is given by For a given embedding dimensiom, the proposed
o3 method computes the mean target varian&é over all sets
t3(7) = (XiXi— Xk~ 21) @ Q. AsetQ, is generated by grouping those DVs that are
wherer is a time lag. A time series is said to be reversible ifW'thln a certain distance te(k), which is varied in a manner

its probabilistic properties are invariant with respect to timeStandardized with respect to the distribution of pairwise dis-

reversal. A possible measure for the asymmetry due to timénces bet\{veen DVs. Th'TQ‘ way, the.threshold scales_ auto-
reversal is matically with the embedding dimensian, as well as with

the dynamical range of the time series at hand, and thus, the
tREV(7) = (X=X 1) ®). (20  complete range of pairwise distances is examined. The pro-
. ) o ) posed delay vector variance method can be summarized as
It has been shown in Ref5] that, in combination with the  fgjiows.

surrogate data method, these two measures yield reliable (g For a given embedding dimension The meanug

two-tailed tests for nonlinearity. For convenient comparisongg standard deviatiomy are computed over all pairwise
to the results described in R42], the time lagr is set to g clidean distances between DVig(i)—x(j)|| (i#]).

C. Nonlinearity measures

unity [14] in all simulations for both test statistics. (b) For a given embedding dimensiom The sets)(r o)
. ] are generated such th@,(rq)={x(i)| |x(K) —x(i)|<rq4},
D. Proposed method: Delay vector variance method i.e., sets which consist of all DVs that lie closen(k) than

Although established methods in the field of nonlinearitya certain distancey, taken from the interval maxo,uq
analysis exist, such as the two methods described in the pre=ngog}; mq+ngogl, €.9., uniformly spaced, wherr, is a
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parameter controlling the span over which to perform the TABLE I. Number of time series for which the null hypothesis
DVV analysis. of linearity is rejectedrejection rat¢ at the level ofa=0.02 for the

(c) For a given embedding dimension: For every set different sets. For comparison, the rejection rates described in Ref.
Q,(r ), the variance of the corresponding target%(rd), is [2], obtained at the Igvel a§:0.025 are also include((diengted by
computed. The average over all s€lg(rg), normalized by P _ano_l Doetfs see_dlscussmn _sectﬁ)nThe IasF column gives the
the variance of the time Serieef(, yields the measure of rejection rates using the minimal target variane€i],, see Sec.

. e V).
unpredictabilityo™ 2(r ), )
1 N Set C3 REV DVV P Daef k2
2
N kzl oi(rg) A 8 15 29 4 0 4
oA (rg)=——7—. ©) B 8 37 32 9 0 8
Ix C 20 23 46 14 7 5
D 20 41 53 37 27 18
We only consider a variance measurement tovle, if the E 65 86 92 89 27 70
set(),(rq) contains at least 30 DVs.
As a result of the standardization of the distance axis, the Il RESULTS

resulting DVV plots are straightforward to interpret. The

presence of a strong deterministic component will lead to In the simulations, we aim at extending the nonlinearity
small target variances for small spans. At the extreme rightdetection results described in R¢2] to a classification of
the DVV plots smoothly converge to unity, since for maxi- the EEG segments. To that cause, first the results for the
mum spans, all DVs belong to the same set, and the varianéadividual nonlinearity analyses are presented. Subsequently,
of the targets is equal to the variance of the time series. Ithe test statistics for the three methd@s, REV, and DVV

this is not the case, the span parametgrshould be in- are used for classification purposes.

creased. Thus, visual inspection of the convergence of a

DVV plot to unity at the extreme right should be used for A. Nonlinearity analysis

setting this parametefwe typically start fromnyg=2 and
increase it using unit steps until the DVV plots converge to. To compare our methodology to that adopted bY And_rze—
unity at the extreme right Note that the DVV plot yields a jak and co-workerg2], we have performed nonlinearity

characterization of the time series at different scales and goggalyses on each of the 500 EEG segments. For several time

beyond an estimate of the deterministic or stochastic comp _erlesbln thz fltve ;ets(,j thg m|r(1:|mu,m er?lg):]%ldmglglmensmns
nent. In all simulations, the parametey was set to four, and ave been determineéd using Laos me ; yieldingm

the interval | ug— Ngorg : g+ Ngorg] Was divided into 100 =10. In all DVV analyses, the embedding dimension is set
equidistantr 4 values, to m=10 ar_1dnd=4. The rejection rate, that is, the number
In the following step, the linear or nonlinear nature of theOf time series for which the composite null hypothesis of

time series is examined by performing DVV analyses Withllnearlty has been rejected, is shown in Table I. It can be

identical parameters for both the original and a number mclearly seen that seE has a higher rejection rate than the

surrogate time series. Due to the standardization of the disqthfer sets. Note that the probability of having or Iess_ time
ries rejected at the level af=0.02 by pure chance in a set

tance axis, these plots can be conveniently compared usi . . -
R y P 100 time series, is 1.8910 * for Ne=8 [2]. Thus, all

the test statistia®”, namely, the root mean square errorsetsA E show significant indications of nonlinearity for all
RMSE) between thes*?’s of the original time series and ~
(RMSB g methods(C3, REV, and DV,

the o* ?'s averaged over the DVV plots of the surrogate time . .
7 verag N b urreg ! Figure 1 shows the average DVV plots for the different

series(note that when computing this average, as well as
when computing the RMSE, only the valid measurements arg®ts: It can be clearly seen that sétandB, andC andD

taken into account

L 10T
o
Ng ) 081
2 0§i2(rd)
i=1 ' 061+
tDW: 0-* Z(rd)_ N )
S valid ry 041
4

02}

where o ?(ry) is the target variance at spag for the ith 0.0 '2 (!) ; ‘!1

surrogate, and the average is taken over all spartisat are
valid in all surrogate and original DVV plots. In this way, a
single test statistic is obtained, and traditio@dht-tailed FIG. 1. Average DVV plots for the five sets of time serids:
surrogate testing can be performglde RMSE to the average (thick solid), B (thick dashel C (thin solid), D (thin dashey andE
is computed for the original, and surrogate time series (dotted.

standardized distance
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TABLE Il. The classification performances for the different IV. DISCUSSION

methods and setups, expressed as a percentage. . o
We have introduced a methodology for characterizing the

Method NNC5 LOOCS NNC3 LOOC3 nature of a time series. The DVV method takes into account
different properties of a time series, namely, time delay em-

C3 20.6 26.2 316 42.2 bedding, phase space geometry, and predictability. Further-

REV 30.2 35.4 42.2 518 more, it has been shown that the feature vector extracted
bwv 47.2 60.8 4.4 86.2 from the DVV analysis, using identical parameters for all

time series, enables a comprehensive characterization of the
dynamical modes of the EEG signals, allowing for an accu-
yield similar DVV plots. As already described in the methodsrate classification of the brain states. The proposed method
section, by design, all DVV plots converge to unity at the has been applied to the problem addressed in[R&fwhich
right hand side of the standardized distance axis. The miniis a subject of much on-going research.
mal target variance for the DVV plots, which is an indication  Andrzejaket al.[2] examined the nonlinear prediction er-
of the predictability of the time series, is lower for s€sD, ror P in the phase spadembedding dimensiom=6), at a
and E (epilepsy patienfs than for setsA and B (healthy  prediction horizon oH =65 sampling times, and an estimate
subjects. of the effective correlation dimensidd, ;. They report an
overall lower rejection rate than our finding®r compari-

B. Classification son, the rejection rates obtained in Rie#] are included in
. . L . Table |, labeledP and D . This could be due to a re-

n th|s.sect|o.n, the applicability of the various methoqsstricted characterizationzg;f)the time series, which is a very
are examined WIFh respect to the characterization of the time 1 \mon issue in nonlinearity analysis. Indeed, nonlinearity
series. We examine whether or not these methods allow for g, geterminism are often confounded, as the presence of
classification of the time series into the different categoriespqip, is necessary for the existence of deterministic ckiaos
Every time series has a desired label, namely, that of the sgt more detailed discussion, see Rd®.12]). Thus, when
from which it is taken, and the objective of the classifier is tocharacterizing a time series on the basis of the nonlinear
correctly label each of the 500 time series. We consider tW@yrediction error, only the deterministic structure is taken into
cases: the five-class case and the simplified three-class casgcount, which is not a property unique to nonlinear signals.
which groups classe& andB, and classe€ andD. Every  Thus, the linear surrogates can have the same predictability
time series is characterized by a feature vector on which thas their nonlinear counterparts. Furthermore, as explained in
classification is performed. For the first two methd®EV  Ref. [2], a difference in rejection rates can be attributed to
and C3, this is simply the test statistic, but for the DVV either a higher sensitivity or a lower specificity of a method.
method, the vector containing the target variances for certain For comparison, we have examined the time series in the
standardized distances is used. We limit the feature vectors five EEG sets with respect to their deterministic structure,
those standardized distances for which all DVV analysesising the lowest target variance in the DVV platys,
yield valid target variances. which corresponds to the mean square e(M8E) for the

Although there exist many methods for supervized classibest performing local linear model, for an embedding dimen-
fication (the desired labels are knowanpriori), we restrict ~ sion of m=10. As is the case foP, the rejection rates are
our analysis to two methods, which can be interpreted as §onsiderably lower than those for REV, C3, and DVV, as
lower and upper bound of possible classification systems. Shown in Table last column. _

Nearest neighbor classification (NNCJhe class proto- . On th_e s_et level, Andrzejatet al. tentatively ranked the
types are determined as the average of the feature vectors Y€ Series in decreasing order of the values>paveraged
all time series belonging to a certain set. The class label of qver each of the five EEG sets, resultingAn>C>B>D

: o ; - o E. Similarly, we rank the DVV test statistics obtained for
time series is determined as that of the prototype which is” S0 ) .
nearest o its feature vectok { norm. the DVV in increasing order and obtainB(0.0114)

o o . <A(0.0115)xC(0.0123)<<D(0.0178)<E(0.0450). It can
serli_::iwiasOc?:teorlrjr:iﬁleajslzl)ﬂc?éf\ﬁn(L?)gﬂrr\]iz Igrtﬁ ?ezetlsm(:m dbe observed clearly that in both analyses, the EEG activity
o '} 0y 9 ' ngring seizure-free intervals in the epileptogenic zobg, (

considering the remaining set of feature vectors as the set 9hd the EEG activity during a seizuf&) show more evi-
labeled prototypes. The label of time serids set equal to dence for an underlying nonlinear procéBs/V) and deter-
that of the nearest prototype. minism (nonlinear prediction error, see Rd®]) than the
The classification performances are expressed as the fragier sets.
tion of correct classifications, and are shown in Table Il for  aAg shown by the classification results, the proposed DVV
the different setups, denoted by NNC5 and LOOCS for themethod provides a sufficiently detailed characterization of
nearest neighbor and leave-one-out classification of the fivehe EEG time series to distinguish between the different
class case, and by NNC3 and LOOC3 for the respectivglassegsurface recordings of healthy volunteers, intracranial
three-class case. The classification performances for thEEG recordings of epilepsy patients from the seizure-free
DVV method (third row) outperform those for REMfirst  intervals, and from epileptic seizure activityThe perfor-
row) and C3(second row for all setups. mance of a classifier is expected to lie between 74.4% and
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86.2%, as shown by our analyses. However, performanceubjects with eyes closed. The proposed DVV method
degrades for a more detailed classification which further diselearly distinguishes between EEG segments recorded in
sociates between sebs(healthy volunteer, eyes opeandB  healthy subjects, in epilepsy patients during a seizure-free
(healthy volunteer, eyes closedand setsD (epileptogenic interval, and during an epileptic seizure, indicating different
zone and C (hippocampal formation of opposite hemi- dynamical properties of brain electrical activity.
spherg. Therefore, we conclude that the proposed DVV
characterization although not requiring any prior knowledge
about a signal in hand is very robust, and exhibits improved
performance over other available methods for a relatively T.G. was financially supported by the Flemish Regional
crude clustering of multimodal signals into the basic classedMinistry of Education(Grant No. GOA 2000/11and the
For a classification within the established classes, howeveEund for Scientific Researdi.0248.03. D.P.M. was finan-
the DVV characterization as such is not detailed enough, andially supported by K.U. Leuver(Grant No. F/01/07Q
should be combined with additional measures, which are nd¥1.M.V.H. was supported by research grants from the Flem-
based upon the geometry and predictability in phase spaceish Regional Ministry of EducatioriBelgium) (Grant No.
Overall, our results agree well with those obtained byGOA 2000/1), the Flemish Ministry for Science and Tech-
Andrzejaket al. [2], with the exception that they found no nology (Grant No. VIS/98/01p the Fund for Scientific Re-
(significany indications of nonlinearity in the EEG segments search(G.0248.03, and the European Commissi¢QLG3-
recorded extracranially during the relaxed state of healthyCT-2000-30161 and IST-2001-32714
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